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Learning multiple levels of al
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Why Multiple Layers? The World Is
Compositional

# Hierarchy of representations with increasing level of abstraction

# Each stage is a kind of trainable feature transform
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Learning Multiple Levels of Abstraction

A The big payoff of deep learning is to allow
learning higher levels of abstraction

A Higherlevel abstractions disentangle the
factors of variation, which allows much easier
generalization and transfer




Deep Learning: Learning an Internal
Representation

A Unlike other ML methods with either
Ano intermediate representation (linear)

Aor fixed (generally very higtimensional)
Intermediate representations (SVMs, kernel
machines)

A What is a good representation? Makes other
tasks easier.



Easy Learning

learned function: prediction = f(x)
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Local Smoothness Prior:
Locally Capture the Variations
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ML 101. What We Are Fighting
Against. The Curse of
Dimensionality

1 dimension:
10 positions

To generalize

locally, need o
representative 5{;‘(;’,,";;;';;‘;’;,3
examples for all o
relevant

variations!

Classical solution:
hope for a
smooth enough
target function,
or make it
smooth by
handcrafting
good features /
kernel

> 3 dimensions:
1000 positions!



Bypassing the curse of
dimensionality

We need to builccompositionalityinto our ML models

Just as human languages exploit compositionality to give
representations and meanings to complex ideas

Exploiting compositionalitgives an exponential gain in
representational power
Distributedrepresentations embeddingsfeature learning

Deep architecturemultiple levels of featuréearning

Prior: compositionality Is useful to describe the
world around us efficiently
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Distributed Representations: The Power of
Compositionality o Part 1

A Distributed(possibly sparse) representations, learned from
data,can captureahe meaningof the data andstate

A Parallel composition of features: can be exponentially
advantageous
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Deep Representations: The Power of Compositionality 0
Part 2

A Learnedfunction seen as a composition of simptererations,
e.g. inspireddy neural computation

A Hierarchy of features, concepts, leading to more abstract
factors enabling better generalization

A Again, theory shows this can be exponentially advantageous

Why multiple layers? The world is compositional

Low-Level Mid-Level High-Level Trainable
Feature Feature Feature Classifier
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Each feature can be discovered without the
need for seeing the exponentially large
number of configurations of the other

features

A Considela networkwhosehiddenunits discoverthe following
features

APersonwearsglasse
APersonisfemale ‘a
APersonsachild \

AEtc.
If eachof n featurerequiresO(k)parameters needO(nk) examples

Nonparametricmethodswould require O(n%) examples
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Hidden Units Discover Semantically
Meaningful Concepts

A Zhou et al &orralba arXiv1412.6856ICLR 2015
A Networktrainedto recognizeplaces, nobbjects

Lighting Tables

People

Bed (J=24.6%, AP=81.1%

Mountain (J=11.3%, AP=47.6%)

Sofa (J=10.8%, AP=36.2%)




Linear regression,
linear neuron

Intuitive understanding of the dot product:
each component of x weighs differently on the response.

y = fo(X) = wiX; + Woxa + ... + WgXg+b
Neural network terminology:

layer of inputheurons



Estimating a conditional expectation
with the quadratic loss

Typically, to predict a continuous quantity, minimize quadratic Ic
A If the loss function is L= (y - fy(z))’

mingE[(y — fo(z))’]

A then the network estimates

folz) ~ Elylz]

A if f has enough capacity and data (and training) to capture this
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Logistic Regression L

A Predictthe probabilityof acategoryy, /
giveninput x 0.5
AP(Y=y | X=x) /

A Simple extension dfnearregression /
(binarycase): P

AP(Y=1 | X=x) sigmoidb + w. x)
A Train bytuning (b,w) to maximize
averagdoglikelinood
Averagd log P(Yy|X=x))
over training pairgx,y), by gradient
basedoptimization

A Thisisaveryshallowneural network(no input X
g hiddenlayer)




Neuron pre-actveton (or Input acvation)

Neuron (outptt) actvation

2 the comnection weigs
Sthe neuron bias
S calle] the actvation function
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