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Hyper - parameters

A Parameters: optimized by gradiebhtised optimization on the
training set

A Hyperparameters: design decisions and settings of the
optimization procedure

AOptimized based on performance on a validation set disjoint
from training set.

A A disjoint test set is used to obtain final unbiased estimation of
generalization performance.

A Training, validation and test sets are subsets of randomized
(shuffled)data, to mimiad assumption

Training set Validation set Test set



Hyper - parameters of MLPs

A Global learning rate

A Number of training epochs (passes over training set)

A Number of neurons per layer

A Depth (number of layers)

A Choice of activation function(s)

A Regulariatiorcoefficients (L1, L2, etc.)

A Noise injection & dropout

A Loss function and output nelnearity

A Minibatchsize (with parallel computation withiminibatch
A Weight normalization method (e.g. batch normalization)
A Input and targets normalization

A Data deformations

A Etc.



Nested optimisation of parameters and
hyper - parameters

A For each considered configuration of hygsrameters
ATrain parameters with this configuration (optimize train loss)
AMeasure resulting model s v
AKeep this configuration if

A Optionally: Retrain withraining+validatiorset

AMeasure resulting model s te



Choosing the best = optimizing

A Picking the best hypgparameter configuration in the given set is
a form of optimization (or hypeoptimization)

A Choosindyper-parameters based on training set would lead to
high-capacity choices withverfitting (hence need a validation set

A Optimizing a particular average taken over a dataset yields a
biased (optimistic) value of that average (hence need a test set
obtain an unbiased estimator of generalization ability)

A C We need 3 datasets: training, validation, test
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Cross- Validation

A If your training set is very small (e.g. 1000 examples), the
training/validation/test split gives too few validation or test
examples to obtain statistically significant comparisons

A But each training run is very fast!

A We can repeat théraining+testrun many times with different
subsets of the data, allowing to use more (or all) of the

examples as part of the test set (at least once).
A Once such technique ksfold cross-validation

T. part of Training set
V: part of Validation set

Run1: TTTTYV
Run2: TTTVT
RIN3:TTVTT
Run4d: TVTTT
RunS:VTTTT

5 subsets
5-fold XV



Sequential Validation

A If the data come from a timseries, and we want to use the
predictor from past data to act in the future, we need a
different estimator of generalization performance called
sequential validation

A We simulate what would have happened if we had had data
only up to time t, acting on that trained model over a block of
following examples (acting as test), then repeat with increased
and average the test performances over all these blocks.

TVt T. part of Training set
TTVt V: part of Validation set
TTTVt t: part of test set

TTTTVt Use all the pas¥/sto select models
Use all the test blocks to evaluate overall performance



Hyper - Optimization

A Manual search
ADon't use test error!

ASlow and sequential, but some trained humans do this bette
than any machine, for now.

ANot systematic, harder to reproduce
A Gridsearch inefficientwith morethan 2 hyperparameters
A Randomsearch(Bergstra& Bengio, 2012, IMLR)

A Simplerobusté& parallelezable

A Bayesiaroptimisation 6equential automated, especiallygood
for non-experts, butstill needto setintervals



Grid Search for Hyper - Parameters

Discretizenyperparametervalues

~ormcrossproduct of valuesacrossall

Launcha trial training + validation
error measuremenfor eachelement
of thegrid

nyper-parameters the grid —

°

Canbe parallelizedon a cluster, but
mayneedto redofailed experiments
until all gridisfilled

Exponentialn # of hyperparameters



Random Sampllnq of Hyperparameters (Bergstrak
Bengio 2012) ™

A Random search: simple & efficient

Alndependently sample each HRy.
|.rate~exgU[log(.1),log(.0001)])

AEach training trial isd
Alf a HP is irrelevant grid search is wasteful

AMore convenient: ok to eartgtop, continue
Grid Layout Random Layout

O
O

o O O

Unimportant paramete
o
O
o
Unimportant paramete

Important parameter Important parameter
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L1 regularisation to remove
welights and inputs

Add a term that pushes weights or groups of weights to O

prediction error + )\ Z |Wz]|

1]
pushes individual weights to O, whereas

prediction error + A Z \/Z ng
2 J

is trying to make all the weights in the groM/Z-’. go to O




Weight Initialisation

(from

HugoLarochellg ,
* For biases

Topics: initialization

» initialize all to 0

Attempts to be * For weigns
Invariant to the » Can'tinitialize weights to 0 with tanh activation

size of the - we can show that all gradients would then be 0 (saddle point)
layers Rk |
y » Can't initialize all weights to the same value
- we can show that all hidden units in a layer will always behave the same
size of h(*)(x)
- need to break symmetry
. k) V6
» Recipe: sample W from U [—b, b] where b =
p p ij [ ) ] \/m
- the idea is to sample around 0 but break symmetry
12

- other values of b could work well (not an exact science) ( see Glorot & Bengio, 2010)



Early Stopping :

free lunch (T  jobs for the price of 1)

(from Topics: early stopping
Hugo

Larochelld * To select the number of epochs, stop training when validation

set error Increases (with some look ahead)

O Training O Validation
05 = e

04 underfitting | overfitting
03
02

0,1

00

13 number of epochs



Regularizing by injecting noise:
dropout
(from

Hugo
Larochellg -« Idea: «cripple» neural network by
removing hidden units stochastically

Topics: dropout

» each hidden unit is set to 0 with

NoO noise probability 0.5
(2)
at test » hidden units cannot co-adapt to other (x)
' units
time. o
» hidden units must be more generally
useful hD)(x)

» Could use a different dropout
probability, but 0.5 usually
14 works well




arizer: Super - Efficient Bagging




Diagnostic: overfitting vs underfitting ?

(from Topics: why training is hard
Hugo | . |
Larochelly * Depending on the problem, one or the other situation will

tend to prevall

* It first hypothesis (underfitting): use better optimization

» this is an active area of research

* I second hypothesis (overfitting): use better regularization

| | ) . or collect more
» unsupervised learning or semisupervised

16 » stochastic «dropouty training



How to know if you are  overfitting or
underfitting ?

Overfitting: if you increase capacity (number of parameters,
training time, better optimizer, smaller regularization coefficient,

etc.), test or validation error increase

O Training O Validation

underfitting :  overfitting
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Curriculum Learning

Guided learning helps training humans

Start from simpler examples / easier tasks

(Plaget 1952, KGR & aPICML 2009)



Curriculum learning as a
Continuation Method
(Bengio et al ICML 2009)
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Guided Training, Intermediate Concepts

A Breakinghe problemin two sub-problemsand pre-training
eachmoduleseparatelythen fine-tuning, nailsit

A Needprior knowledgeto decomposéhe task

A Guidedpre-trainingallowsto find muchbetter solutions, escape
effective local minima

inputs> —> outputs

%
HINTS (Gulcehres . Sy 3aAz2z L/ [
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Debugging
A Instrument the code to make experiments reproducible
A Use tools to verify gradients (finite differences)

A Train on a small dataset: verify can reach 0 training error

A Track error curves during training (training error, validation
error); training error should roughly go down

A Track distribution statistics of weights and gradients during
training
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Validate and Analyze

A Vary capacity and observe error curves to identify if the
system is ratheoverfitting or ratherunderfitting

A Compare with simpler reference models (logistic regression,
SVMs, random forests)

A Track several relevant metrics

A Look at the training and validation examples which give the
worse error (input, output and target)

A Measure the input of changing the number of training
examples

A Make sure you have enough test examples to be able to
conclude with statistical significance
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