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« We design importance sampling & approximate
importance sampling for minibatches, which

o=
MOSCOW INSTITUTE

OF PHYSICS AND TECHNOLOGY

vastly outperform standard uniform minibatch
strategies 1n practice.



