
CONTEXT
• Speech contains sensitive 

information, such as identity, 
gender, emotions, intentions, 
personality, etc.

APPROACH
• Private representation shall be 

built on device/locally
• Sent to cloud for various 

processing

METHOD
• A combination of adversarial 

branch within ASR might induce 
speaker-invariance

Title:
Subtitle

Leeroy Jenkins, author2, 
author3, author4

Adversarial training gives an 

illusion of privacy-preserving 

representation learning.

RESULTS

OBSERVATION
We observe that the WER of the ASR 
increases slightly on increasing the privacy 
tradeoff parameter from 0 to 2.0

As expected, the speaker classification 
accuracy decreases. But 
counterintuitively, the EER decreases 
instead of increasing.
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fbank α = 0

DISCUSSION
The dramatic anonymization achieved over closed 
set does not match with open set verification 
results. Hence we conclude that adversarial training 
does not immediately generalize to produce 
anonymous representations

As future work, we plan to investigate several 
parameters, such as, design choices for adversarial 
branch, stable range of α, number of speakers, etc.

fbank α = 0 α = 0.5 α = 2.0

WER 10.9 12.5 12.5

ACC 93.1 46.3 6.4 2.5

EER
Pooled

5.72 23.07 21.97 19.56

EER
Male

3.34 19.38 18.26 16.26

EER
Female

7.48 26.46 24.45 22.45

α = 2.0α = 0.5
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