
SummarySummary
The proposed study aims to tackle the lack of an (online) learning 
framework which can be deployed at the edge. We are looking at ma-
chine learning based anomaly detection techniques in constrained 
devices (clusters of nodes at the edge of a system). The end goal is to 
achieve online (near real-time) anomaly detection in an IoT system, 
starting from the node devices of the system. By taking advantage of 
the communication between devices and exchanging information, 
the nodes could learn together from the data and from their environ-
ment and therefore, diminish the need for high computational power.  

BackgroundBackground

ObjectivesObjectives

Proposed solutionProposed solution
We propose an online anomaly detection framework for clusters of IoT 
nodes.  

Next stepsNext steps
In order to test the feasability of running the algorithms in a con-
strained device such as the RPI, the NAB benchmark was ran on di�er-
ent con�gurations of virtual machines (varying RAM memory). The 
approach validated that running with limited memory can be 
achieved; however, it also highlighted certain problems that need to 
be �xed �rst (such as modifying the algorithm to avoid bad allocation 
errors, library comptatibility issues etc.).  The next steps to be taken 
are highlighted below:
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    • How do existing state of the art algorithms for unsupervised anom-
aly detection perform when the hardware resources are limited? 
    • How can these algorithms be modi�ed in order to accommodate 
constrained devices? 
    • How can neighbourhood information be used in order to increase 
the performance of the system? 
    • What are the limitations of the proposed framework in terms of 
scale and processing power? 
    • Can reinforcement learning be successfully used in order to select 
the appropriate algorithm to detect anomalies in a given scenario? 
    • How does the fully integrated (cloud – edge – device) proposed 
anomaly detection framework perform in a real-case scenario? 

The approach chosen for the project is bottom-up. This means that the 
�rst step includes looking at the node device in order to assess both its 
capabilities and its limits. The chosen node is a Raspberry PI, a mini 
computer. For this assessment, a group of unsupervised real-time 
anomaly detection algorithms was chosen, namely the algorithms part 
of NAB which is an anomaly benchmark which also comprises of multi-
ple real-life and arti�cial time series datasets. 
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• Number of IoT devices is fastly increasing
• Big data is being generated and needs to be analysed
• Current infrastructure (cloud-based) can be a bottleneck, especially 
in the case of streaming data
• Unsupervised anomaly detection in streaming data is still a challenge
• IoT devices are more powerful than they used to be (e.g. RPI)
• Processing can take place at the edge of the system, in the node de-
vices
• Lots of applications require results online/near real-time
• Processing of data streams (time series) should happen in an unsu-
pervised online fashion
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