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Introduction

The multi-armed bandit problem is a central a framework for studying the
exploration-exploitation trade-off. In the multi-armed bandit game a player re-
peatedly chooses actions from a set of K actions and observes and suffers the
loss of the selected action. The losses may be generated adversarially or stochas-
tically, depending on problem setup.

The goal of the learner is to find an action selection strategy minimizing the
regret, which is the difference between the cumulative loss of the player and
of the best fixed action in hindsight.

We focus on a variation of the multi-armed bandit problem introduced by Avner
et al. [2012], in which at each round the learner is allowed to choose one action to
play blindly and one action to observe without suffering its loss. The two actions
are allowed, but not required to be different. Thus, exploration is decoupled from
exploitation.
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Figure 1: Representation of one round of the process for the learner. Her goal is to minimize her
cumulative loss. Action A should be picked in order to get a small loss, and action B to gather
some useful information about an arm.

Problem Setting

We consider a repeated game with K arms. At each round t = 1, 2, . . . of the
game the environment picks a loss vector `t ∈ [0, 1]K and the learner picks an
action At to exploit and an action Bt to explore. The two actions are allowed to
be different, but may also be identical. Then the learner blindly suffers `t,At

and
observes `t,Bt

without suffering its loss.
We want our algorithm to adapt to the following types of losses:

• The oblivious adversarial setting, where the environment chooses `t arbitrarily
prior to the beginning of the game,

• and the stochastically constrained adversarial setting where the losses are drawn
from distributions with fixed gaps, that we express in terms of the best arm i∗.
I.e. for all i we have E [`t,i − `t,i∗] = ∆i independently of t. In the analysis we
require that the best arm is unique.

Pseudo-regret

We measure the performance of an algorithm in terms of pseudo-regret:

RT := E

[
T∑
t=1

`t,At

]
−min

i
E

[
T∑
t=1

`t,i

]
,

where i∗T = arg miniE
[∑T

t=1 `t,i

]
is the best action in hindsight.

In the stochastically constrained adversarial setting we rewrite the pseudo-regret
in terms of the suboptimality gaps as

RT =

T∑
t=1

∑
i 6=i∗

E [pt,i] ∆i,

where pt,i is the probability that arm i is played at round t.

Algorithm

Algorithm 1: Decoupled-Tsallis-INF
Input: Learning rates η1 ≥ η2 ≥ · · · > 0.
Initialize: L̃0 = 0K
for t = 1, 2, . . . do
pt = arg minp∈∆K−1

{〈
p, L̃t−1

〉
− 1

ηt

∑K
i=1

pαi−αpi
α(1−α)

}
Construct exploration distribution qt = arg minqt

∑K
i=1

(pt,i)
2−α

qt,i
Sample At according to pt, play it and suffer `t,At

.
Sample Bt according to qt and observe `t,Bt

.

∀ i ∈ [K] : ˜̀
t,i =

`t,i1{Bt=i}
qt,i

=

{
`t,i
qt,i
, if Bt = i,

0, otherwise.
∀ i ∈ [K] : L̃t(i) = L̃t−1(i) + ˜̀

t,i.
end
We note that:
• The distribution pt, from which we draw the action to exploit At is a typical

FTRL with regularization by α-Tsallis entropy [Zimmert and Seldin, 2019].
• The distribution qt, from which we draw the action to explore Bt is chosen to

minimize our regret bound. It can be expressed in closed for solution as

∀t ∈ [T ], i ∈ [K], qt,i =
(pt,i)

1−α/2∑K
j=1(pt,j)

1−α/2
.

Results

The main result of our paper is the following.
Corollary 1. For α = 2/3 and ηt = 2K−1/6√

t
the regret of Decoupled-Tsallis-INF

satisfies
RT ≤ 5

√
KT + 1,

in the adversarial regime and

RT ≤ 100
K

∆min
+ 13
√
K,

in the stochastically constrained adversarial regime with a unique best arm i∗.
The two regret bounds hold simultaneously and with no need in prior knowl-
edge of the regime.

Intuition for α = 2/3

In the regular Multi-armed bandits problem, Zimmert and Seldin [2019] achieve
best-of-both world optimal results using Tsallis-Inf with α = 1/2. In the stochas-
tic regime, this gives a minimax optimal bound in

∑
i 6=i∗

log T
∆i

) and any choice of a
different α seem to lead to exploring or exploiting too much, resulting in a bound
which is polynomial in T .

In our problem, because the loss estimates are constructed based on qt, it is pos-
sible to choose a value for α to be larger so pt puts more more weight on the
actions that have the best cumulative loss estimates so far, while the distribution
qt stays more spread out, allowing to still have sufficient exploration. In other
words, decoupling exploration and exploitation allows us to both explore and
exploit more, which allows us to bypass the lower bound in Ω(

∑
i 6=i∗

log T
∆i

) that
regular Multi-armed bandits have, and achieve a time independent bound
without requiring a larger amount of observations.

Conclusions

• We derived bounds for our algorithm that are optimal up to constants in the
adversarial regime, and time independent in the stochastically constrained ad-
versarial regime.

• The scaling of the lower bound in the stochastically constrained adversarial
regime is still unknown, so we may be still suboptimal in this regime by a fac-
tor K

logK .

Forthcoming Research

There are two directions for following work. First, deriving a proper lower bound
in the stochastically constrained adversarial regime, which we conjecture to be
Ω(
∑

i 6=i∗
1

∆i
), and then closing the gap if needed. It should also be possible to

work on getting tighter constants in the bound, following the work of Zimmert
and Seldin [2019] to reduce the variance of the unbiased estimates. Another di-
rection is to generalize the results of this work to different settings, in particular
in prediction with limited feedback and pure exploration.
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